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Why has Georgia Tech come to 

Africa? 

•  The State of Georgia and Georgia 
Tech have had close connections to 
Africa for a long time. 
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GT AFRICA PROJECTS, 2014

Faculty/Reseracher's Name Project SummaryGT School GT College Country of ProjectsFaculty/Reseracher's Name
Ahamad, MustaqueInformation Monitoring SystemCS COC Sudan Hughes, JosephWater assessment projectCE COE Angola
Ahamad, MustaqueInformation security programsCS COC ? Hunter, Mike Monitoring Election in SudanCS CoC Sudan
Amekudzi, AdjoSustainable DevelopmentCE COE Ghana Ippolito, ChristopheRepresentations, sustainability, educationML IAC Francophone Africa
Akyildiz, Ian F.Telecom ECE COE South Africa Kakeu, Johnson ECON IAC Cameroon
Ammons, JaneUganda Millineum Science Initiative - to provide research and education fundind for science and engineeringISYE COE Uganda Keskinocak, PinarHumanitarin Logistics Health SystemsISYE COE
Bartholdi, JohnSupply chains of perishablesISYE COE South Africa Leon, Roberto Earthquke EngineeringCEE COE
Bauchspies, Wenda K.Sustainability, education, devlt, sociology of science genderHTS IAC West Africa Lurie, NicholasMarketing Mgt. COM Cameroon
Best, Michael EHELD Bid CC COC Liberia McIntyre, JohnCIBER Center /Int'l BusinessMgt. CoM ??
Caravati, KevinCameroon water Assessment Cameroon McKnight, Phil LBAT Program in EgyptMod. LAN. IAC Egypt
Caravati, KevinEmory Center for Global Safe Water Rwanda Okereke, RaphaelME COE COE Nigeria
Cherkaoui, MohammedMaterials modelingMSE COE Morocco Oyelere, Adegboyega, K. Chemistry COS
Chu, Meh chu Former President, Africa Student Association, GTECE COE Cameroon Oyelere, Ruth U.School and HIV Epidemic ImpactECON IAC Nigeria
Cozzens, Susan E.Nanotechnology in SocietyPublic Policy IAC Schatz, MichaelHands-on Research/Complex SystemsPhysics COS Cameroon
Cozzens, Susan E.Doctoral Program in Innovation Studies at TuTPublic Policy IAC Streelman, Jeffrey (Todd)Lake Malawai cichlid fishesBiology COS Malawi
Ergum, Ozlem Humanitarin Logistics Health SystemsISYE COE Swann, Julie Humanitarin Logistics, Health SystemsISYE COE
Esogbue, AugustineAdvisor, GT Socisty of Black EngineersISYE COE Ragauskas, Arthur J.Utilization of biomassChemistry COS Kenya
Farooq, Nihad, N.Diaspora Studies, ImmigrationLCC IAC Taillefert, MartialOceanography EAS COS
Fernandez, FacundoDrug quality studiesChemistry COS various locations Thomas, ValerieRenewable energyISYE COE South Africa
Foote, Andrew Cameroon Water Project Thomas, ValerieAir pollution cookstove impactISYE COE South Africa
Gangbo, WilfredApplied MathematicsMath COS Benin, Senegal, Mali & NigeriaUwaifo, Ruth O.Sustainability, education, devltECON IAC West/Central Africa
Georgakakos, ArisGraduate Water Resources ProgramCEE COE South Africa Walker, Bruce STEM Education for the Visual ImpairedPsyc. COS Kenya
Georgakakos, ArisNile Decision Support SystemCEE COE Burundi, Congo, Egypt, Eritrea, Ethiopia, Kenya, Rwanda, Sudan, Tanzania, Uganda .
Georgakakos, ArisEnvironmental Development Program for the Congo River Basin CEE COE Democratic Republic of Congo.
Graham, StuartCommunity Energy InitiativesMgt. COM Tanzania .
Gleason, Rudolph L.HIV & Cardiovascular Disease, Water Supply & Treatment, Child Development and Orphan CareME COE Ethiopia, Cameroon, Kenya.
Goodman, SeymourDifusion & Absorption on the InternetINTA IAC Ghana, Togo .
Goodman, SeymourInformation security programsINTA/GTISC IAC/COC Tunisia, Rwanda .
Goodman, SeymourCybercrime, Information Security ITUINT, GTISC IAC, COC Cape Verde .
Goodman, SeymourEstablish PhD program in MIS@Addis Ababa UniversityINTA IAC Ethiopia .
Goodman, SeymourCyber Crime and SecurityIAC CoC Mauritius .
Harrell, Evans Applied MathematicsMath COS Senegal, Tunisia .
Harrell, Fox The Living Liberia Fabric/Media LCC IAC Liberia .
Hughes, JosephWater assessment projectCE COE Angola .

(List is known to contain inaccuracies.) 





Why has Georgia Tech come to 

Africa? 

•  The State of Georgia and Georgia 
Tech have had close connections to 
Africa for a long time. 
•   Where there are needs there are 
opportunities for technology, in 
particular mathematics. 
 



Langue de Barbarie, 2003 



St. Louis 

Something went 
missing!  A major 
ecological 
change. 
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Langue de Barbarie : la brèche de l’espérance ?

Mary Teuw Niane, Université Gaston Berger, Sénégal, niane@ugb.sn
Abdou Sène, Université Gaston Berger, Sénégal, asene@ugb.sn

Saint-Louis, le 01 janvier 2004

L’ouverture d’une brèche sur la Langue de Barbarie dans la nuit du
vendredi 03 au samedi 04 octobre 2003 a sauvé une bonne partie de la ville de
Saint-Louis et ses environs d’une inondation catastrophique certaine. D’ailleurs,
depuis la mi-septembre certaines localités de Gandiole comme Pilot étaient sous
les eaux et certaines zones de Pikine, Diameguène, Léona et Darou gardent
encore les stigmates d’une saison des pluies certes tardive mais ayant donné de
fortes averses et par conséquent des flaques très persistantes.

A la joie légitime et débordante des populations et des autorités de voir le
niveau du fleuve baisser inexorablement a succédé l’étonnement voire
l’inquiétude de constater qu’en plein mois de novembre les eaux du fleuve
Sénégal s’étaient retirées de plusieurs arches et des enfants jouaient en toute
innocence et gaieté sur une bonne partie du lit du fleuve. Ce spectacle presque
fantastique - du rarement vu selon les anciens- des piliers séculaires du Pont
Faidherbe à découvert suscite aujourd’hui maintes supputations, inquiétudes et
des conjectures allant d’un optimisme béat à un pessimisme apocalyptique. Une
inquiétude est de plus en plus perceptible au niveau des populations, la peur que
cette Profanation de la Nature ne conduise à une catastrophe. Cette inquiétude
est permanente dans toutes les sociétés en particulier dans les sociétés africaines
dans les quelles - réminiscence du paganisme ancien - la Nature est presque
sacrée.

Sur la photo on

distingue bien les

deux écoulements,

l'ancien (flèche

droite) et le nouveau

( flèche courbée).

Photo : Claude

Lobry et Suzanne



Langue de Barbarie, 2005 



Why has Georgia Tech come to 

Africa? 

GT Students who get 
involved to solve 
problems in Africa will 
learn both scientifically 
and personally!  !



Why has Georgia Tech come to 

Africa? 

•  The State of Georgia and Georgia 
Tech have had close connections to 
Africa for a long time. 
•   Where there are needs there are 
opportunities for technology, in 
particular mathematics. 
•   Opportunities for science and 
education will greatly increase in 
Africa. 
 



The Next Einstein Project 
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What do eigenvalues tell us 
about shapes? 

ª M. Kac, Can one hear 
the shape of a drum?, 
Amer. Math. Monthly, 
1966. 

    - Δ u = (ω/c)2u =: λ u.  



A recent trend in “data mining” 

ª “Sonification.”  Turn data into sound 
and have people listen to it.  The ear is 
very quick to pick out patterns.  We 
understand much about a shape from 
the sounds it makes, but what we 
understand by ear isn’t always the 
same as what we understand by eye. 



Well, can one hear  
the shape of a drum? 



Gordon, 
Webb, and 
Wolpert, 
1991 

Well, can one hear  
the shape of a drum? 



Some things are “audible” 

ª You can hear the area of the drum, by 
the Weyl asymptotics: 

ª For the drum problem 
        λk ~ Cd (Vol(Ω)/k)2/d. 
    (A mathematician’s drum can be d- 
     dimensional, and even a curved 
     manifold.) 
 
          



Some things are “audible” 

ª You can hear the area of the drum, by 
the Weyl asymptotics: 

ª For the drum problem 
        λk ~ Cd (Vol(Ω)/k)2/d. 
ª  Notice that in addition to the 

volume,we can hear the dimension.  
          



You can often “hear” 
extreme cases 



To extremists,  
things tend to sound simple… 



Is the 
extremum 
always a 
union of 
round 
shapes? 



Universal inequalities 

ª They hold for all operators of a given 
type (say, Laplacians on a domain), 
and we can ask for the optimal shapes 
for those inequalities and for best 
constants. 

          



“Universal” constraints on the 
spectrum 

ª H. Weyl, 1910, Laplace, λn ~ n2/d 
ª W. Kuhn, F. Reiche, W. Thomas, W. 

Heisenberg, 1925, “sum rules” for atomic 
energies. 

ª L. Payne, G. Pólya, H. Weinberger, 1956:  
The gap is controlled by the average of the 
smaller eigenvalues: 

        



“Universal” constraints on the 
spectrum with phase-space volume. 

ª Lieb -Thirring, 1977, for Schrödinger 

 
ª Li - Yau, 1983 (Berezin 1973), for Laplace 

ª Bounds on ratios (Harrell-Hermi) of averages 
(k>j) 
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with

ûk(ξ) =
1

(2π)d

∫

Ω

uk(x) eix·ξdx.

Therefore, taking norms

∑

k

|ûk(ξ)|
2 =

1

(2π)d

∫

Ω

|e−ix·ξ|2 dx =
1

(2π)d

∫

Ω

dx =
|Ω|

(2π)d
.

Incorporating this into (11) and Riesz iterating leads to (9) as desired. !

Remarks. The following are well-known facts provided here to offer a
complete picture.

(i) The Li-Yau inequality

(11)
k

∑

j=1

λj ≥
d

d + 2

4π2k1+2/d

(Cd|Ω|)
2/d

valid for k ≥ 1 and its consequence (by virtue of the nondecreasing
nature of the sequence of eigenvalues)

(12) λk ≥
d

d + 2

4π2k2/d

(Cd|Ω|)
2/d

are immediate corollaries. Indeed, (11) is what one obtains if she
applied the Legendre transform to Berezin-Li-Yau (9) for σ = 1.
The details are in [62] (see also [61], [49], [38]). In terms of the
counting function, Li-Yau reads

(13) N(z) ≤

(

d + 2

d

)d/2

Lcl
0,d |Ω|zd/2.

(ii) Pólya standing conjecture is the statement

(14) N(z) ≤ Lcl
0,d |Ω|zd/2.

In terms of eigenvalues, it is expressed as follows

(15) λk ≥
4π2k2/d

(Cd|Ω|)
2/d

.

It was proved in this form [75] [76] [77] using methods reminiscent
of those found in Courant-Hilbert [28], for tiling domains (see also
[74] where motivations are offered).

(1) �d/2
⇤

⇥j(�)<0

|⇥j(�)|⇤ ⇥ L⇤,d

⌅

Rd

(V�(x))⇤+d/2 dx

Normalization:

f̂ :=
1⌅
2⇤

⌅
e�ikxf(x)dx.

Convolution theorem:

⌃fg =
1⌅
2⇤

f̂ � ĝ

Fact:

F
1

1 + x2
=

1

2
e�|k|

Therefore, if f = g = 1
1+x2 , then

⇧f 2 =
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4
⌅
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⌅ infty
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Since F maps even functions to even functions, the final answer is
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(|k| + 1)e�|k|.
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⇧
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(0� ⇤k)Tk

�
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⇥
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d

⇧
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(z � ⇤kTk

Write the test function as

⇥ =
1
⌥
⇧
· (⌥⇧⇥)

and use the product rule in the form

⌥(t) = e�iHt⌥(0)

��2
⇤ + q(x) = ��� + q(x)

q(x) :=
1

4

�
⇧r
⇧

⇥2

� 1

2

⇧rr

⇧
.

�n  0 with ⌃�n⌃ = 1, such that ⌃(H � ⇤)�n⌃ ⇤ 0.

F [f ] (k) = f̂(k) :=
1

(2⌅)d/2

⌃

Rd

e�ik·xf(x)dx

H⌥ = � �2

2m
�2⌥(x) + V (x)⌥(x)

F�1 [g] (x) = ǧ(x) :=
1

(2⌅)d/2

⌃

Rd

e+ik·xg(k)dk

F
⇤
⌦�

⌦x�

⌅
(k) = k��̂(k),

F [���]k = |k|2�̂(k),
1



ª Ashbaugh-Benguria 1991, isoperimetric 
conjecture of PPW proved. 

ª H. Yang 1991, unpublished, formulae like 
PPW, respecting Weyl asymptotics for the 
first time. 

ª Harrell 1993-present, commutator approach; 
with Michel, Stubbe, El Soufi and Ilias, Hermi, 
Yildirim. 

ª Ashbaugh-Hermi, Levitin-Parnovsky, Cheng-
Yang, Cheng-Chen, some others. 

“Universal” constraints on the 
spectrum 



Two  strategies for obtaining 
universal inequalities and 
finding cases of optimum 

1.  Algebraic methods based on 
commutators of operators. 

       Cases of optimality are approached  
        by seeing which ones produce      
        simple relations among commutators. 



Two  strategies for obtaining 
universal inequalities and 
finding cases of optimum 

1.  Algebraic methods based on 
commutators of operators. 

 
2.  A new variational principle involving 

averaging.   
       Cases of optimality are obtained by  
        microlocal or semiclassical techniques  



Commutators of operators 

ª [G, [H, G]] = 2 GHG - G2H - HG2 
ª Etc., etc.  Typical consequence: 

   (Abstract version of Hans Bethe’s sum 
rule from ~1930) 
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Since F maps even functions to even functions, the final answer is
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4
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(|k| + 1)e�|k|.
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⇥k

⇥j

⇥ 4 + d

2 + d

�
k

j

⇥2/d

(1)

(2)
d + 2

d
⇥k ⇥=

�
k

j

⇥ 2
d
�

d + 2

d
⇥j +

⇧
Dj

⇥

�R2(0, �) ⇥ �2 4

d

⇤

k

(0� ⇥k)Tk

Z(t) ⇥
�

2t

d

⇥ ⇤

j

exp(�t⇥j)⌃⌥⇧j⌃2

1

2
(z � ⇥j) ⌅[G, [H,G]]⇧j, ⇧j⇧ � ⌃[H, G]⇧j⌃2(3)

=
⇤

k

(z � ⇥k)(⇥k � ⇥j)| ⌅G⇧j, ⇧k⇧ |2(4)

(5)

1

2

⇤

�j⇥J

(z � ⇥j)
2 ⌅[G, [H, G]]⇧j, ⇧j⇧ �

⇤

�j⇥J

(z � ⇥j)⌃[H,G]⇧j⌃2(6)

=(7)
⇤

�j⇥J

⇤

�k⇥Jc

(z � ⇥j)(z � ⇥k)(⇥k � ⇥j)| ⌅G⇧j, ⇧k⇧ |2(8)

(9)

⌃(t) = e�iHt⌃(0)

�⌥2
⇤ + q(x) = ��� + q(x)

q(x) :=
1

4

�
⌅r

⌅

⇥2

� 1

2

⌅rr

⌅
.

⌥n � 0 with ⌃⌥n⌃ = 1, such that ⌃(H � ⇥)⌥n⌃ ⇤ 0.

F [f ] (k) = f̂(k) :=
1

(2⇤)d/2

⌅

Rd

e�ik·xf(x)dx

1

Harrell-Stubbe TAMS 1997	

For J = {λ1...λn, the right side ≤0! 

A “sum rule” identity for H=H*, 
G=G*, If J = {λ1, ..., λk} ≤ z ≤ Jc:  



Submanifolds (arbitrary 
codimension) - with El Soufi & 

Ilias 



Submanifolds - Result is optimal 



Statistics of spectra 

A reverse Cauchy inequality:   
 

The variance is dominated by the 
square of the mean. 



Averaging and spectral inequalities 



The dimension of information 
in a graph 

Harrell-Stubbe, to appear in Linear Algebra and Applications 



Can one hear the shape of 

data? 



There are 74 full wikipedia pages on PDE, but 
they are not all connected/ 



The “adjacency matrix” for PDEs in wikipedia 



The “adjacency matrix” for PDEs in wikipedia 



The distribution of eigenvalues of the ‘graph 
Laplacian” for this graph indicates that it is  

dominantly 3 dimensional.  



A new tool:  
an averaged variational principle  

for sums 



Variational bounds on graph spectra 

•  In 1992 Pawel Kröger found a variational 
argument for the Neumann counterpart to 
Berezin-Li-Yau, i.e. a Weyl-sharp upper 
bounds on sums of the eigenvalues of the 
Neumann Laplacian.   

 
•  BLY: 
 
•  Kröger:  



We can find sharp upper bounds for sums of 
eigenvalues of expressions defined in a 
variational quadratic form as follows: 

Where Ω is a domain in a homogeneous 
space, which has been conformally 
transformed in an arbitrary way.  Weak 
Neumann conditions correspond to test 
functions in the restriction of H0

1(Rd) to Ω.  
(Evans and Edmunds)  

The weak form of PDEs with 
Neumann BC 
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Corollary 1.1. Under the assumptions of the Theorem, suppose further that
kf⇣k2 = C is independent of ⇣, and that for all � 2 H,

´
M |h�, f⇣i|2 d� =

Ak�k2 for a fixed A > 0. Then for any M0 ⇢ M such that
�|M0|� kA

C

�

µk �
0,

k�1
X

j=0

µj  1

A

ˆ
M0

QM (f⇣ , f⇣)d�. (8)

The proof of the Corollary is immediate; see [7] for more in this connection.

For example, when ⌦ is a bounded subdomain of R⌫ , we may use test
functions of the form

f⇣(x) :=
1

(2⇡)⌫/2
eip·x

where ⇣ has been equated to p, which ranges over M = R⌫ with Lebesgue
measure (The reason for distinguishing ⇣ logically from p will be made clear

in Theorem 4.1.). Indeed, one has kf⇣k2 = |⌦|
(2⇡)⌫ for all ⇣, where |⌦| is the

Euclidean volume of ⌦, and Parseval’s identity givesˆ
R⌫

|h�, f⇣i|2 d⌫p = k�k2.

Hence, applying Corollary 1.1 with M0 ⇢ M taken to be the Euclidean ball

of radius 2⇡
⇣

k
|⌦|!⌫

⌘

1
⌫
, we recover Kröger’s inequality for Neumann eigen-

values of the Euclidean Laplacian (here !⌫ stands for the volume of the
⌫-dimensional Euclidean unit ball). Indeed, in this case, the Rayleigh quo-
tient of f⇣ is simply given by R(f⇣) = |p|2 and (8) yields

1

k

k�1
X

j=0

µj  1

|M0|
ˆ
M0

|p|2d⌫p =
4⇡2⌫

⌫ + 2

✓

k

|⌦|!⌫

◆

2
⌫

.

This approach can be refined to give the following extension of Kröger’s
inequality to Neumann eigenvalues on a bounded subdomain of R⌫ in pres-
ence of nontrivial potential and weights.

Theorem 1.2. Let µ0  µ1  . . . be the variationally defined Neumann
eigenvalues (3) on a bounded open set ⌦ ⇢ R⌫ endowed with the standard
Euclidean metric, where w, ⇢, and V satisfy the assumptions stated above.
Then

1

k

k�1
X

j=0

µj  4⇡2⌫

⌫ + 2

✓

k

|⌦|!⌫

◆

2
⌫
 
⌦
w(x)d⌫x+

 
⌦

eV (x)w(x)d⌫x, (9)

where eV (x) := V (x) + |r⇢|2(x) and, for every f 2 L1(⌦),
�
⌦ f(x)d⌫x =

1
|⌦|

´
⌦ f(x)d⌫x is the mean value of f with respect to Lebesgue measure.

Actually, Theorem 1.2 will appear as a particular case of a more general
result that we obtain in Section 3 in the context of Riemannian manifolds.
We also stress that Theorem 1.2 will be improved in Section 4, with the
aid of a coherent-state analysis relating the upper bounds to phase-space
volumes.
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where the dot stands for the Euclidean inner product in RN (i.e., ûF is the
Fourier transform of the signed measure F⇤(udvg) supported by F (⌦)). It is
well-known, since the works of Hörmander, Agmon-Hörmander and others
(see [1, Theorem 2.1] [10, Theorem 7.1.26], [16, Corollary 5.2]), that there
exists a constant CF (⌦) such that, 8u 2 L2(⌦) and 8R > 0,ˆ

BR

|ûF (p)|2dNp  CF (⌦)R
N�⌫kuk2 (17)

where BR is the Euclidean ball of radius R in RN centered at the origin and
kuk2 = ´

⌦ u2dvg.
We define the Riemannian constant H⌦ by

H⌦ = inf
N�⌫

inf
F2I(M,RN )

✓

⌫ + 2

N + 2

◆

⌫
2 1

!N
CF (⌦) (18)

where I(M,RN ) is the set of isometric embeddings from (M, g) to RN .
When ⌦ is a domain of R⌫ , we may take for F the identity map so that,

8u 2 L2(⌦), ûI is nothing but the Fourier transform of u extended by zero
outside ⌦. Using Parseval’s identity we get 8R > 0,ˆ

BR

|ûF (p)|2d⌫p 
ˆ
R⌫

|ûF (p)|2d⌫p = (2⇡)⌫kuk2.

Thus CI(⌦) = (2⇡)⌫ and

H⌦  (2⇡)⌫

!⌫
. (19)

In all the sequel, the notation |⌦|g will designate the Riemannian volume of
⌦ with respect to g. We will also use the notation

�
⌦ f dvg to represent the

mean value of a function f 2 L1(⌦) with respect to the Riemanian measure
dvg (i.e.

�
⌦ f dvg = 1

|⌦|g
´
⌦ f dvg.)

Theorem 3.1. Let (M, g) be a Riemannian manifold of dimension ⌫ � 2.
Let µl = µl(⌦, g, ⇢, w, V ), l 2 N, be the eigenvalues defined by (2) and (3)
on a bounded open set ⌦ ⇢ M , where w, ⇢, and V satisfy the assumptions
stated above. Then
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X
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⌦
w dvg
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2
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eV w dvg
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2

+

(20)

where eV = V + |rg⇢|2.
(2) For all k 2 N,

1

k

k�1
X
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|⌦|g k
◆
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⌫
 
⌦
w dvg +
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eV w dvg. (21)

(3) For all t > 0,

X
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�
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eV w dvg) �
⇣⇡

t

⌘

⌫
2 |⌦|g

!⌫H⌦

✓ 
⌦
w dvg

◆� ⌫
2

. (22)



An averaged variational principle for sums 

this assumption, we obtain an analogue for graphs of what Kröger proved for
the Neumann problem on a compact ⌦ ⇢ R⌫ , and in particular we obtain
an upper bound with Weyl dependence on dimension. The second situation is
more generic, and applies to an arbitrary graph on n vertices.

Suppose that M is a self-adjoint operator on a Hilbert space H, with discrete
eigenvalues �1 < µ0  µ1  . . . . Let P

k

be the spectral projector associated
to the eigenvalues 0 through k, and let f be in the quadratic-form domain
Q(M) ⇢ H. (We reassure the reader that in this article all operators will be
bounded matrices, in which case domain technicalities are avoided, as Q(M)
coincides with H, and indeed H will merely be Cn.)

By the variational principle (2.1),

µ
k

⇣
hf, fi � hP

k�1f, P
k�1fi

⌘
 hMf, fi � hMP

k�1f, P
k�1fi. (3.1)

Now consider a family of such trial functions f
⇣

indexed by a variable over
which we can average. By averaging over two di↵erent sets, we get the following
variational principle, corresponding to the main theorem of [14].

Theorem 3.1 Consider a self-adjoint operator M on a Hilbert space H, with
ordered, entirely discrete spectrum �1 < µ0  µ1  . . . and corresponding
normalized eigenvectors { (`)}. Let f

⇣

be a family of vectors in Q(M) indexed
by a variable ⇣ ranging over a measure space (M, ⌃,�). Suppose that M0 is a
subset of M. Then for any eigenvalue µ

k

of M ,

µ
k

 Z

M0

hf
⇣

, f
⇣

i d� �
k�1X

j=0

Z

M
|hf

⇣

, (j)i|2 d�

!


Z

M0

hHf
⇣

, f
⇣

id� �
k�1X

j=0

µ
j

Z

M
|hf

⇣

, (j)i|2 d�,

(3.2)

provided that the integrals converge.

Proof. By integrating (3.1),

µ
k

Z

M0

(hf
⇣

, f
⇣

i � hP
k�1f, P

k�1f⇣

i) d� (3.3)


Z

M0

hMf
⇣

, f
⇣

i d� �
Z

M0

hMP
k�1f⇣

, P
k�1f⇣

i d�,
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provided that the integrals converge.

Proof. By integrating (3.1),

µ
k

Z

M0

(hf
⇣

, f
⇣

i � hP
k�1f, P

k�1f⇣

i) d� (3.3)


Z

M0

hMf
⇣

, f
⇣

i d� �
Z

M0

hMP
k�1f⇣

, P
k�1f⇣

i d�,

or

µ
k

Z

M0

0

@hf
⇣

, f
⇣

i �
k�1X

j=0

|hf
⇣

, (j)i|2
1

A d� (3.4)


Z

M0

hMf
⇣

, f
⇣

i d� �
Z

M0

k�1X

j=0

µ
j

|hf
⇣

, (j)i|2 d�.

Since µ
k

is larger than or equal to any weighted average of µ1 . . . µ
k�1, we add

to (3.4) the inequality

�µ
k

Z

M\M0

0

@
k�1X

j=0

|hf
⇣

, (j)i|2
1

A d�  �
Z

M\M0

k�1X

j=0

µ
j

|hf
⇣

, (j)i|2 d�, (3.5)

and obtain the claim. 2

Although Theorem 3.1 appears designed to bound µ
k

, its most notable use is
to provide an upper bound on µ0 + · · · + µ

k�1 by arranging that the left side
be nonnegative, under which condition

k�1X

j=0

µ
j

Z

M
|hf

⇣

, (j)i|2 d� 
Z

M0

hMf
⇣

, f
⇣

id�. (3.6)

In this work, inequalities obtained using Theorem 3.1 will turn out to satisfy
the hypotheses of a celebrated theorem of J. Karamata (e.g., see [1, §28]),
which we restate here in a slightly extended version:

Lemma 3.1 (Karamata-Ostrowski) Let two nondecreasing ordered sequences

8



How to use the averaged variational principle to get sharp results? 



How to use the averaged variational principle to get sharp results? 



How to use the averaged variational principle to get sharp results? 

Ans:  If       is large enough that 
 
 
 
then 



THE END 


