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Abstract 

  Abstract:  I'll discuss some problems of geometric optimization that 
began with an attempt to understand the means of chords on a closed 
planar curve of fixed length.  By a chord we refer to the length of the 
line segment joining two points on the curve, differing by arclength 
\alpha.  One can consider different means of this quantity, for 
example L^p means with respect to arclength, or with respect to a 
weight proportional to curvature.  For example, for 1 ≤ p ≤ 2, in the 
unweighted case the means of chords are shown to be maximized by 
the circle.  The situation is different for sufficiently high p and for 
the weighted means we consider, and we can identify some cases of 
optimum while the situation is open in other cases.  In the weighted 
case we can impose the constraint of convexity and identify a wider 
family of convex functionals for which the maximizing shapes are 
triangles or segments.  Among other things, the more general 
problems include maximizing Hausdorff distances between sets, under 
some geometric constraints. 



Some physical motivation: An 
electron near a charged thread 

LMP 2006, with Exner and Loss 

Fix the length of the thread.  What shape binds 
the electron the least tightly?  Conjectured for 
some years that answer is circle. 



Reduction to an isoperimetric 
problem of classical type. 

Is it true that: 



#2:  An electromagnetic problem 
of classical type. 

If a uniformly charged thread (deformable closed loop) 
is put into a tub of gelatin, what shape will it assume? 



Minimize the expression: 

#2:  An electromagnetic problem 
of classical type. 



A family of isoperimetric 
conjectures for p > 0: 

Right side corresponds to circle. 



A family of isoperimetric 
conjectures for p > 0: 

Right side corresponds to circle. 

The case C-1 arises in an electromagnetic problem:  
minimize the electrostatic energy of a charged 
nonconducting thread. 



Proposition. 2.1.  

First part follows from convexity of x → xa for a > 1: 



Proof when p = 2 









Inequality equivalent to 



Inductive argument based on 



What about p > 2? 

Funny you should ask…. 
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The conjecture is false for p = ∞.  The family of 
maximizing curves for ||Γ(s+u) - Γ(s)||∞ consists of all 
curves that contain a line segment of length > s. 
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Funny you should ask…. 

The conjecture is false for p = ∞.  The family of 
maximizing curves for ||Γ(s+u) - Γ(s)||∞ consists of all 
curves that contain a line segment of length > s. 
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the maximizer? 



What about p > 2? 

At what critical value of p does the circle stop being 
the maximizer? 

This problem is open. We calculated ||Γ(s+u) - Γ(s)||p 
for some examples: 

Two straight line segments of length π:   

||Γ(s+u) - Γ(s)||pp = 2p+2(π/2)p+1/(p+1)  . 

Better than the circle for p > 3.15296… 



What about p > 2? 

Examples that are more like the circle are not better 
than the circle until higher p: 

Stadium, small straight segments   p > 4.27898… 
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What about p > 2? 

Examples that are more like the circle are not better 
than the circle until higher p: 

Stadium, small straight segments   p > 4.27898… 

Polygon with many sides, p > 6 

Polygon with rounded edges, similar. 



Circle is local maximizer 
for p < pc  



Reduction to an isoperimetric 
problem of classical type. 

Science is full of amazing coincidences! 

Mohammad Ghomi and collaborators had 
considered and proved similar inequalities in a study 
of knot energies, A. Abrams, J. Cantarella, J. Fu, M. 
Ghomi, and R. Howard, Topology,  42 (2003) 
381-394!  They relied on a study of mean lengths of 
chords by G. Lükö, Isr. J. Math., 1966. 
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with convexity constraints. 

Suppose we weight the means of chords 
proportionally to curvature.   



Some problems of optimization 
with convexity constraints. 

Suppose we weight the means of chords 
proportionally to curvature.  This is equivalent to 
the uniform measure on the set of normal vectors 
(the one-dimensional Gauss sphere), and it 
invites constraint of convexity. 



Some problems of optimization 
with convexity constraints. 

It is not difficult to see that the circle is now the 
minimizer, among convex curves of fixed 
perimeter, all offsets 0 < u ≤ π.  What about the 
maximizer? 



The support function 

h(θ) := distance to support plane normal to n(θ) 
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Geometric quantities are often easy to 
express in terms of the support function. 

h(θ) := distance to support plane normal to n(θ) 
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Geometric quantities are often easy to 
express in terms of the support function. 

Chords and their Fourier series




Geometric quantities are often easy to 
express in terms of the support function. 

Chords and their Fourier series.  Finally:




Some problems of optimization 
with convexity constraints. 

 We are asking to maximize a constrained convex 
functional, so we expect the optimizer to be 
extremal in an appropriate sense. 



Some problems of optimization 
with convexity constraints. 

Definition: 

 K is indecomposable (in M) if 
K = (1 － t)K0 + tK1 (with K0,K1 ∈M) 
implies that K0,K1 are homothetic to K. 



Indecomposability 



Indecomposability 



Indecomposability 



Example:  The farthest convex set 
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Example:  The farthest convex set 



Geometric observations 



The support function and  metrics 
on the set of sets 



The farthest convex set 



The farthest convex set 



Lemma:  The perimeter inequalities 



Three points lemma 



The End	




